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8:20-8:30 DB 
Keynote I 

(Session Chair: ��, ��7$��) 

8:30-9:20 
Debugging Performance Issues in Modern Desktop Applications 
Junfeng Yang�Columbia University� 

9:20-10:10 
�J��{J�?x 

³�W��-w6��{OYtyN� 

10:10-11:00 
Acoustic Sensing and Applications 
Lili Qiu�Microsoft Research Asia and UT Austin� 

Memory and Cache 
(Session Chair: +��, ��7�F@9$)68#) 

11:00-11:20 
Segcache: A Memory-Efficient and Scalable In-Memory Key-Value Cache for 
Small Objects 
[º¹�(�0^�26� 

11:20-11:40 
NVAlloc: Rethinking Heap Metadata Management in Persistent Memory 
Allocators 
�S�ª¨26� 

11:40-12:00 
CacheSifter: Sifting Cache Files for Boosted Mobile Performance and Lifetime 
]7��j/A26� 

���12:00 – 13:00� 
Cloud and DB 

(Session Chair: �%, ��3�����1��) 

13:00-13:20 
Plugsched: A Safe and Efficient Live Update Approach for Cloud OS 
Scheduler 
�����@@� 

13:20-13:40 
Fluid: Dataset Abstraction and Elastic Acceleration for Cloud-native Data-
Intensive Applications 
�±�'�26� 

13:40-14:00 
LOCAT: Low-Overhead Online Configuration Auto-Tuning of Spark SQL 
Applications 
��¬��-w6�h£��OYty�� 

Transactions 
(Session Chair: ��=��	$)(E��) 

14:00-14:20 
Forerunner: Constraint-Based Speculative Transaction Execution for Ethereum 
µ�¶�H�
ety�� 

14:20-14:40 
Aurogon: Taming Aborts in All Phases for Distributed In-Memory 
Transactions 
¤3c�i%26� 

Memory and Storage 
(Session Chair: :-;��/�C��) 

14:40-15:00 
HTMFS: Strong Consistency Comes for Free with Hardware Transactional 
Memory in Persistent Memory File Systems 
²W���g��26� 



15:00-15:20 
Clio: A Hardware-Software Co-Designed Disaggregated Memory System 
&���%�� 

15:20-15:40 
Hardware-Augmented Page Prefetching for Disaggregated Memory 
§g·��-w6��{OYtyN� 

15:40-16:00 
Separating Data via Block Invalidation Time Inference for Write Amplification 
Reduction in Log-Structured Storage 
mvC��j�T26� 

16:00-16:20 
MT2: Memory Bandwidth Regulation on Hybrid NVM/DRAM Platforms 
²W���g��26� 

Bugs & Security  
(Session Chair:  2��&��) 

16:20-16:40 
Understanding and Finding On-the-Fly Configuration Bugs 
m��-�wO26� 
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HyBP: Hybrid Isolation-Randomization Secure Branch Predictor  
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(Session Chair: ��0��	$)(E��) 

17:00-17:20 
Asymmetry-Aware Scalable Locking 
+�7��g��26� 

17:20-17:40 
TileSpGEMM: A Tiled Algorithm for Parallel Sparse General Matrix-Matrix 
Multiplication on GPU 
l7®��-sa26�#��� 
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Keynote II 

(Session Chair: 4<�� �/�C��) 

8:30-9:20 
15 Years of Learning From Mistakes in Building System Software 
Shan Lu�The University of Chicago� 

9:20-10:10 
1n,8��R�f, 

����-w6��K?xtyN� 

10:10-11:00 
0	 DPUp5��U 

��»�%�� 

Architecture for Systems �I� 
(Session Chair: ,">��D��) 

11:00-11:20 
Rolis: A Software Approach to Efficiently Replicating Multi-Core 
Transactions 
©~g�}|>z26s«�\� 

11:20-11:40 
Romou: Rapidly Generate High-Performance Tensor Kernels for Mobile GPUs 
]� � �u;
26:k�\� 

11:40-12:00 
Optimized MPI Collective Algorithms for Dragonfly Topology  
��'��<26� 

���12:00-13:00� 

Architecture for Systems�II� 
(Session Chair: �'5��/�C��) 

13:00-13:20 
Sanger: A Co-Design Framework for Enabling Sparse Attention Using 
Reconfigurable Architecture 
)�F�#�26� 

13:20-13:40 
0	 RISC-VpoMI�PZqQ, DuVisor 

¯b� (�g��26) 
Software Services 

(Session Chair: �HG��	$)(E��) 

13:40-14:00 
FaaSFlow: Enable Efficient Workflow Execution for Function-as-a-Service 
§4���g��26� 

14:00-14:20 
WebX!p�"X!,VLr*�OY 

¡W��g��26� 

14:20-14:40 
Semantics Foundation for Cyber-Physical Systems Using Higher-Order UTP 
G���-w6���tyN� 

14:40-15:00 
INFless: A Native Serverless System for Low-Latency, High-Throughput 
Inference 
[
'�3d26� 

System for ML 
(Session Chair: ?' ��/�C��) 

15:00-15:20 
NeutronStar: Distributed GNN Training with Hybrid Dependency Management  
m$¸��#26� 

15:20-15:40 
VELTAIR: Towards High-Performance Multi-Tenant Deep Learning Services 
via Adaptive Compilation and Scheduling 
�4` ��g��26� 

15:40-16:00 
NASPipe: High Performance and Reproducible Pipeline Parallel Supernet 
Training via Causal Synchronous Parallelism 
´����j26� 



16:00-16:20 
HET-GMP: A Graph-based System Approach to Scaling Large Embedding 
Model Training  
°¦¼�#�26� 

16:20-16:40 
FasterMoE: Modeling and Optimizing Training of Large-Scale Dynamic Pre-
Trained Models  
�9��i%26� 

Compression 
(Session Chair:   *A�!B
.68F) 

16:40-17:00 
CompressDB: Enabling Efficient Compressed Data Direct Processing for 
Various Databases  
E=��-_26� 

17:00-17:20 
TVStore: Automatically Bounding Time Series Storage via Time-Varying 
Compression  
8¥¢�i%26� 
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Keynote 1 
 
Ĕ�Ⱦƕ� 
Debugging Performance Issues in Modern Desktop 
Applications 
 
Ħǩ� 
Modern desktop applications involve many asynchronous, concurrent 
interactions that make performance issues difficult to diagnose. Although 
prior work has used causal tracing for debugging performance issues in 
distributed systems, we find that these techniques suffer from high 
inaccuracies for desktop applications. In this talk, I will present Argus, a 
fast, effective causal tracing tool for debugging performance anomalies in 
desktop applications. Argus introduces a novel notion of strong and weak 
edges to explicitly model and annotate trace graph ambiguities, a new 
beam-search-based diagnosis algorithm to select the most likely causal 
paths in the presence of ambiguities, and a new way to compare causal 
paths across normal and abnormal executions. We have implemented 
Argus across multiple versions of macOS and evaluated it on 12 infamous 
spinning pinwheel issues in popular macOS applications. Argus diagnosed 
the root causes for all issues, 10 of which were previously unknown, some 
of which have been open for several years. This work won a Best Paper 
award in USENIX ATC 2021. It is joint with Lingmei Weng (lead PhD 
student, graduating next academic year), Ryan Peng Huang, and Jason 
Nieh. 
 
�)Ʈ,� 
Junfeng Yang is Professor of 
Computer Science, Member of the 
Data Science Institute, and co-
Director of the Software Systems 
Lab at Columbia University. 
Yang’s research centers on building 
reliable, secure, and fast software 
systems. Today’s software systems 
are large, complex, and plagued 
with errors, some of which have caused critical system failures, breaches, 
and performance degradation. Yang has invented techniques, algorithms, 



and tools to analyze, test, debug, monitor, and optimize real-world software, 
including Android, Linux, production systems at Microsoft, machine 
learning systems, and self-driving platforms, benefiting hundreds of 
millions of users. His research has resulted in numerous vulnerability 
patches to real-world systems, practical adoption at the largest technology 
companies, and press coverage at Scientific American, The Atlantic, The 
Register, Communications of ACM, and other news outlets. 
Yang received BS in Computer Science from Tsinghua University and MS 
and PhD in Computer Science from Stanford University. He won the Sloan 
Research Fellowship and the Air Force Office of Scientific Research 
Young Investigator Program Award, both in 2012; the National Science 
Foundation CAREER award in 2011; the inaugural Rock Star Award of 
the Association of Chinese Scholars in Computing in 2019; and Best Paper 
Awards at the USENIX Symposium on Operating System Design and 
Implementation in 2004, the ACM Symposium on Operating Systems 
Principles in 2017, and the USENIX Annual Technical Conference in 2021. 
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Ĕ�Ⱦƕ:  
<�35/�3�- 
 
Ħǩ:  

ɇĂǕǭƯȼ§Ɠŝþ�ȾľN�¸<žȄîƏĂǕȳŭ��

�ǚĂǭƯȧȾƖŨǐǬ�ĂǕȒçľƫ�5GƸǎǠƓĚř�ă

;	ǐǬ�û�ĂǕƓǷ°�ƴ�ǩlė�Ɯ1Ǳǭ�Ŵūƻ��

țÌñ�Cache±ÒƬ��ƯŰš¦�ŐñƬ��ÈƋĳö�ǇƤ
ǵǬ�ĮĠƿŖ�íƓƄōƬ��.ƙƎĈ�Ǉǲ���ƳǂȘǊ

�Ĩ>ƳǂƓȐĖƬ��ĐǦƊ©�(�ĂȐĖ�ǿŽXȘ�Ƴǂ

�ȸƬ���ƗÈƓȋǦƳǂ��ȍ#ĂǕ�ƴ�Ȩ�ľƇƨŤ$�

ǐľƖ û�úĈ��ȶçŐð±Ɠ5mƦȨ��rƹ/ȇ1ß

ƤɄjƓɇĂǕǭƯȇ1ŚǱǭ��)0��ȏŭɇƓƎ%īƈ�

ȒȊXÖš¢ǱǭēȡǅŐƓĂǕ�ƴ“ƲŅ”�dǨõ��ȒƏ
Ɯ1ĂǕĥpĪǆƓąU
�čǸƓȇ1“Ǔǔ”ÏǘƓĂǕƍȽȧ
ȾÕVŀWŔ�ȍƞĂǕĞ³Î/ĂǕ�ƫ�5GƕřƓɇĂǕǭ

ƯǐǬŀüÔ�ƧW��ť��ǃɇĂǕǭƯƓƜ1ßƤ�ȇ1ß

ƤĒŎƳǂ~Ø°é���ōĔ�ǳ�ĥEɇĂǕǭƯĂǕßƤƓ

ƚƥ�/Ƴǂ~ØĂǕßƤĒŎ�îÎɇĂǕǭƯȇƜ1Ś��ħ

ÓĹ.ƓĜċ� 
 
�)Ʈ,: 

ǹHĻ�ƚƥ��tÏ��ƟȯǭƯ

ĒŎƚƥčɇĂǕǭƯŏƚƥ�þ�2�

�ÊŕWȵé¨ȜǞüǏ�{��ņHƳ

\ ɇ Ă Ǖ ǭ Ư ŏ l ė ņ H

4000/5000/6000/7000Ƴǂƚa�~ǧÃŎǰ
İ 100 =ư�lė CCF A Ʊǰİ�TC�
SC�PPoPP�� Nature ¾ZƬ�ň2 IEEE 
TPDS Ǉº��ȫ6ǯ�SC�PPoPP�ƬƤ
ìº��ňǞü�ÊƟĒȎŦµ�Ƭµ�v�Ȣȵé)Ďµ�K�

�	��·ȵéƢ�� 



Keynote 3 
 
Ĕ�Ⱦƕ� 
Acoustic Sensing and Applications 
 
Ħǩ� 
Video games, Virtual Reality (VR), Augmented Reality (AR), and Smart 
appliances (e.g., smart TVs and drones) all call for a new way for users to 
interact and control them. Motivated by this observation, we have 
developed a series of novel acoustic sensing technologies by transmitting 
specifically designed signals or using signals naturally arising from the 
environments. We further develop a few interesting applications on top of 
our motion tracking technology such as a follow-me drone and acoustic 
imaging on mobile phones. 
 
�)Ʈ,� 
Lili Qiu is an Assistant Managing Director at 
Microsoft Research Asia and a Professor at 
Computer Science Dept. in UT Austin. She got 
M.S. and PhD degrees in Computer Science from 
Cornell University in 1999 and 2001, 
respectively. After graduation, she spent 2001-
2004 as a researcher at System & Networking 
Group in Microsoft Research Redmond. She 
joined UT Austin in 2005, and has founded a 
vibrant research group working on Internet and 
wireless networks at UT. She is an ACM Fellow 
and IEEE Fellow. She also got an NSF CAREER award and Google 
Faculty Research Award, and best paper awards at ACM MobiSys'18 and 
IEEE ICNP'17. She advised a PhD dissertation that won SIGMOBILE best 
dissertation award in 2020. 
 
 



Keynote 4 
 
Ĕ�Ⱦƕ�  
15 Years of Learning from Mistakes in Building System 
Software 
 
Ħǩ:  
Bugs severely threaten the correctness and efficiency of software. With 
our system software growing its complexity, bugs in system software also 
evolve, imposing different challenges over the years. 
In this talk, we look back at our study of concurrency bugs in multi-
threaded software, which was done 15 years ago and recently won 
ASPLOS Influential Paper Award, as well as various bug studies that we 
conducted over the years about distributed systems, industry cloud 
systems, database systems, machine learning systems, etc. We discuss the 
lessons that we have learned, as well as the new challenges faced by 
today's system building. 
 
�)Ʈ,:  
Shan Lu is a Professor in the Department of 
Computer Science at the University of 
Chicago. Her research focuses on detecting, 
diagnosing, and fixing functional and 
performance bugs in software systems. 
Shan is an ACM Distinguished Member 
(2019 class) and an Alfred P. Sloan 
Research Fellow (2014). Her co-authored 
papers have won distinguished paper and influential paper awards 
at ASPLOS, SOSP, OSDI, FAST, ICSE, FSE, CHI, and PLDI. Shan 
currently serves as the Chair of ACM-SIGOPS, and the Vice Chair of 
ACM SIG Governing Board Executive Committee. She served as the 
technical program co-chair for ASPLOS 2022, OSDI 2020, APSys 2018, 
and USENIX ATC 2015. 
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Ĕ�Ⱦƕ�  
�� DPU+���# 
  
Ħǩ�  

ĮĠÍȲ¦�iƓÿȓ~ØɄj DPUĈ�ǃ CPU� GPU��
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�)Ʈ,� 
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